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Abstract In this paper we evaluate the performance of different collaborative algorithms in cold-start situations, where the initial lack of ratings may affect the quality of the algorithms. Instead of trying to design an algorithm that provides, on average, a reasonable good accuracy in both the early and steady stages of a recommender system, in this paper we suggest adopting different algorithms in the different stages of the recommender system life-cycle.

The evaluation has been performed on the datasets collected by two digital-television providers in Europe. Both the datasets have been implicitly collected by analyzing the pay-per-view movies purchased by the users over a period of several months. The first result of the paper outlines that item-based algorithms perform better with respect to SVD-based ones in the early stage of the cold-start problem. The second result shows that the accuracy of SVD-based algorithms, when using few latent factors, decreases with the time-evolution of the dataset. On the contrary, SVD-based algorithms, when used with a large-enough number of latent features, increase their accuracy with time and may outperform the item-based algorithms if the dataset does not present a long-tail behavior.

General Terms
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1 INTRODUCTION

Cold-start problems (also referred to as start-up problems) refer to situations where there are only a few ratings on which to base recommendations. According to [21] the cold-start problem can occur under three scenarios:

new user: when a new user first registers with the recommender system, there are very few ratings available to describe that user profile.

new item: when a new item is added to the catalog, it has no ratings.

new system: when bootstrapping a new recommender system, the average number of ratings per user and item is low and this can significantly degrade the performance of collaborative algorithms.
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As recommender systems are spreading into data-sparse domains, algorithm learning rate during the cold-start phase has become a significant evaluation factor. However, the issue of evaluating the performance of collaborative recommender systems during their initial stage of use has not been extensively covered in the literature. The lack of evaluations is largely due to the characteristics of the public available datasets, all of which have a substantial large density and fairly long user profiles with respect to many real-life applications. Moreover, few of these datasets provide the additional information about when the ratings have been collected. When this information is missing, the only approach available to simulate the cold-start problem requires to sub-sample the dataset [13].

Previous works mainly attempted to combine collaborative filtering with content-based recommendation approaches to address the new-item problem [10, 17, 22, 23]. Other works focused on the design of new collaborative algorithms that, compared with state-of-the-art algorithms, are able to improve the performance on data-sparse domains without excessively worsening the performance when data is plentiful [1, 13]. Few works addressed the user problem [16].

In this paper we benchmark two collaborative algorithms against a non-personalized recommendation method on the cold-start new system problem, where the initial lack of ratings may affect the quality of the algorithms. The evaluation has been performed on the datasets collected by two IPTV providers in Europe having, respectively, 200000 and 600000 television subscribers. Both providers have started projects to implement a recommender system within their television infrastructure. The two datasets have been implicitly collected by analyzing the pay-per-view movies purchased by the users over a period of several months. The time evolution of the datasets has allowed the cold-start evaluation of two different recommender algorithms: an item-based and a SVD-based.

This paper differs from previous works because, instead of designing a new algorithm suited to the cold-start problem, we try to provide guidelines to help in the selection and tuning of different state-of-the-art collaborative algorithms in the different stages of the recommender systems life-cycle. Moreover, we combine the experience achieved on two real-life cold-start applications to obtain a deeper understanding of the performance characteristics of recommender systems.

The main results suggest adopting item-based algorithms in the early stage of the cold-start period and, eventually to switch to SVD-based algorithms.

Figure 1: IPTV architecture. Head-end devices receive live TV-channels and broadcast them on the network. VOD servers store on-demand movies.
2. IPTV SYSTEMS

IPTV is a video service supplied by a telecommunications service provider that controls content distribution over a broadband network for reliable delivery to the consumer’s set-top-box (STB). The STB is an electronic appliance which communicates with the IPTV service provider, shows the multimedia content and manages all the user interactions. IPTV system architectures, as the one shown in Figure 1, support applications such as live broadcast TV and video on demand (VOD).

Within IPTV systems, browsing and searching for interesting multimedia content is challenging [9], especially due to the limited capabilities of the input device and to the slow channel switching time. The remote control does not allow to point an arbitrary object on the screen or to easily enter text and, compared to traditional television, IPTV is not particularly responsive to user actions, mainly due to technological limitations [15].

The use of a recommender system into an IPTV infrastructure improves the user experience and alleviates the questions concerning the search for interesting programs and movies. However, such integration faces with several problems, mainly the real-time requirements and the poor data quality and availability. Recommender systems for IPTV must generate recommendations at real-time with very strict time constraints, in order to not slow down the user navigation, already conditioned by the channel switching time. IPTV systems usually dispose of quite poor data, in terms of quality of the ratings. Differently from other domains (e.g., web-based domains), that operate over explicit rating schemes, wherein users are required to express a preference for items that they have reviewed or purchased, the ratings in IPTV systems are implicitly collected by monitoring which movies have been watched by the users. However, this collection mechanism does not necessarily match the user taste.

3. TESTED ALGORITHMS

Collaborative algorithms provide, on average, a better performance with respect to content-based algorithms [11]. However, collaborative algorithms are affected by the cold-start problem. As a consequence, at the early stages of a recommender system life-cycle, the algorithms cannot provide accurate recommendations. In the following we describe two state-of-the-art collaborative algorithms tested for the cold-start problem: an item-based and a dimensionality-reduction algorithm. Both algorithms use a dataset formed by a \( n \times m \) user-rating matrix (URM), that we refer to as \( R \), where \( n \) and \( m \) are, respectively, the number of users and the number of items. The element \( r_{pi} \) represents the rating of user \( p \) on item \( i \). Since we deal with implicit, binary datasets collected by IPTV operators, \( r_{pi} \) can be either 1 or 0, according to the case user \( p \) has watched or not item \( i \), respectively.

3.1 Item-based algorithm

Item-based collaborative algorithms capture the fundamental relationships among items [19]. Two items are related if the community agrees about their ratings. Such relationship can be represented in a \( m \times m \) matrix, referred to as \( D \), where the element \( d_{ij} \) expresses the similarity between item \( i \) and item \( j \). Note that, potentially, \( D \) could be non-symmetric, i.e., \( d_{ij} \neq d_{ji} \).

Matrix \( D \) represents the model of the recommender system and its calculation, being computational intensive, is generally delegated to a batch process.

When using implicit datasets, similarity metric is usually computed using a frequency-based approach, as the one discussed by Deshpande and Karypis in [7]. The element \( d_{ij} \) of matrix \( D \) can be computed with the classical cosine similarity among binary vectors:

\[
d_{ij} = \frac{\#(i,j)}{\sqrt{\#(i) \cdot \#(j)}}
\]

where \( \#(i,j) \) is the number of users that have watched both item \( i \) and item \( j \), and \( \#(i) \) is the number of users that have watched item \( i \).
Analysis of Cold-Start Recommendations in IPTV Systems

The model can be further enhanced by means of a kNN (k-nearest-neighborhood) approach. For each item (i.e., column of D), we consider only the k most similar items (referred to as the item’s neighborhood). The kNN approach discards the noise of the items poorly correlated to the target item, improving the quality of recommendations.

At real-time, given the ratings of the target user p to recommend, we can predict the unknown rating $\hat{r}_{pi}$ by summing up the similarities between item i and the items watched by user p (i.e., any item j such that $r_{pj} = 1$)

$$\hat{r}_{pi} = \sum_{j \neq i \& r_{pj} = 1} d_{ij} \cdot r_{pi}$$  \hspace{1cm} (2)

### 3.2 Dimensionality-reduction algorithm

Collaborative algorithms based on dimensionality-reduction techniques describe users and items by means of a limited set of hidden features.

Let us assume that items and users can be described by means of l features in a l-dimensional feature space. The correlation between user p and item i can be computed as:

$$\hat{r}_{pi} = \sum_{e=1}^{l} a_{pe} \cdot b_{ie}$$  \hspace{1cm} (3)

where, $a_{pe}$ and $b_{ie}$ are the e-th (unknown) features for user p and item i, respectively.

There exist several techniques for computing the hidden features that minimize a given prediction error [18]. We have based our analysis on the singular value decomposition (SVD) (e.g., [6, 8, 14, 20]). By means of SVD, the URM can be factorized as

$$R = U \cdot S \cdot V^T$$  \hspace{1cm} (4)

where, $U$ is a $n \times l$ orthonormal matrix, $V$ is a $m \times l$ orthonormal matrix, and $S$ is a $l \times l$ diagonal matrix containing the first l singular values, sorted in decreasing order.

Assuming that $u_p$ represents the p-row of $U$ and $v_i$ the i-row of $V$, the prediction $r_{pi}$ can be computed as

$$\hat{r}_{pi} = u_p \cdot S \cdot v_i^T$$  \hspace{1cm} (5)

Since $U$ and $V$ have orthonormal columns, we can derive that $u_p \cdot S = r_p \cdot V$, where $r_p$ is the p-th row of $R$ (i.e., the profile vector of user p). Consequently, (5) can be reformulated as

$$\hat{r}_{pi} = r_p \cdot V \cdot v_i^T$$  \hspace{1cm} (6)

By means of (6) we are able to predict at real-time the ratings of any items not watched by user p.

Note that, similarly to the item-based algorithm, (6) represents a model-based approach, where the model is $V$. This represents a great advantage if compared, for instance, with other dimensionality-reduction techniques where the features of users need to be pre-computed (e.g., [18]).
4. TESTING METHODOLOGY

In the next sections we are going to investigate:

• how the two algorithms perform when they are applied on sparse datasets;
• how their learning rate evolves with time (i.e., with increasing user profile length, increasing views per items, and increasing number of users and of items in the catalog);
• if and how the algorithm parameters (e.g., latent size l, neighborhood size k) should be tuned when the dataset evolves with time.

The dataset evolution is driven by three inputs:

1. existing users watch (i.e., they implicitly rate) new movies in the catalog;
2. new users join the system (i.e., new or exiting users watch their first movie since the recommender system is running);
3. new items are added to the catalog (i.e., at least one user watches for the first time an existing movie or a new movie that is added to the catalog).

The first input source has the effect of increasing the dataset density, the average user profile length, and the average number of views per item. The second input factor has the effect of decreasing both the dataset density and the average user profile length, as the new users that join the system have watched one movie. Similarly, the third input factor has the effect of decreasing both the dataset density and the average number of views per item.

The overall evolution of the dataset parameters (density, user profile length, and number of views per item) depends on the relative rates of the three input factors. Consequently, both the dataset parameters and the quality metrics should be expressed as a function of time t. However, to simplify the notation, we will omit the time parameter.

Typical approaches for recommender system evaluation are based either on error metrics (e.g., RMSE and MAE) or classification accuracy metrics (e.g., recall, precision, and fall-out) [12, 6]. Since we only dispose of implicit, binary ratings (i.e., views of users, that are assumed to express positive preferences), we are constrained in evaluating the quality of the system by means of an accuracy metric: the recall. Recall tries to estimate how many movies relevant to the users are recommended by the algorithm.

In order to define a methodology for evaluating the recall of an algorithm at time t, we refer to the following three sets:

• The train set M contains the users (and their implicit ratings) used to train the algorithm.
• The user test set P contain the user profiles adopted to test the algorithm.
• The item test set T contains the items used to compute the recall. The set T will be better defined in the following.

Note that items not active at time t (i.e., with no ratings in M) and users not active at time t (i.e., with no ratings in P) can not be tested. Such items and users can be tested at later time if they become active (e.g., if they have at least one rating).

In order to stress also the new-user problem, we have adopted a k-fold methodology [6, 3]:

1. The URM is divided into k folds by randomly splitting the rows of the matrix (i.e., the users) into k sets. In our tests k = 10.
2. Part of the users (k – 1 folds) are used to build the model. These users form the train set M.
3. The remaining users (one fold) are used to evaluate the quality of the recommender algorithm on the
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dataset, as detailed in the following. This fold represents the user test set \( P \).
The process is repeated \( k \) times, selecting a different \( P \) fold at each iteration. Within step 3, each user is tested by using a leave-one-out approach:

i. For each user in \( P \), we select all the items in \( T \) which have been rated by the user. These items are the test items.

ii. For each test item, the rating is removed from the current user profile, and recommendations are generated on the basis of such a modified user.

iii. If the test item is recommended to the user within the first \( N \) positions we have a hit. According to typical IPTV user interfaces [2], we assume \( N = 5 \).

The recall is computed as the percentage of hits with respect to the number of tests.
The item test set \( T \) has been chosen on the basis of two different approaches [5]: (a) we consider all the active items, or (b) we consider the subset of items that represent the long-tail.
The first approach evaluates the overall quality of the algorithms on the whole set of items. The second approach tests the quality of the algorithms only on those items that are less popular (the long-tail), trying to evaluate the capability of the system in recommending non-banal items, a concept known as serendipity [12]. Increasing the novelty of recommendations is an important key factor for IPTV providers, who are interested in augmenting the visibility and the sales of long-tail movies, since they represent a costly investment (copyrights, hardware infrastructure, storage, etc.).

4.1 Cold-start vs random sub–sampling

Many works in the literature (see, e.g., [13]) simulate the cold-start phase of a recommender system by randomly sub–sampling the set of ratings. However, we have observed that this approach introduces a number of anomalies in the dataset:

• User profiles are split in an unnatural way. For instance, if a user has watched all the movies of a film series, typically these movies have been watched in the correct sequence. Random sampling of the URM to simulate the cold-start problem may create nonrealistic ordering of the movies in the film series.

• The rating frequency of an item is not stationary. Movies have a peak of views (i.e., implicit ratings) during the first days since they have been inserted in the catalog. After the initial burst, the viewing frequency decreases with time.

As an example, we have sub–sampled the dataset of the first IPTV operator, TV1, by randomly timestamping the implicit ratings (views). Figure 2 shows the statistical properties of the sub-sampled dataset over time: the number of views and the dataset density (a), the average number of views per item and per user (b), the number of active users and of active items (c).

If we compare such random evolution with the actual dataset evolution shown in Figure 3, the most noticeable differences are in the time–evolution of the density and of the number of items. This happens because the TV1 dataset has a fairly large number of ratings per item. Thus, the random sub–sampling of ratings is not able to reduce the number of items till the dataset density has been greatly reduced. The final effect shown in Figure 2(c) is that the random selection mechanism simulates a cold-start problem in which the number of items is almost constant. However, within a real cold-start problem, the rate at which new items are added to the catalog is more regular with time, as illustrated in Figure 3(c).
5. RESULTS

In this section we present and discuss the quality of the recommender algorithms presented in Section 3 on two datasets provided by two different European IPTV providers, that we will refer to as TV1 and TV2, respectively. Both datasets are composed by implicit, binary ratings representing which items have been watched by each user.

For each dataset, we first report the statistical properties, then we show the quality of algorithms over time according to the testing methodology explained in Section 4. The reported results are the average recall among the 10 folds.

5.1 First dataset: TV1

In the following we evaluate the recommender algorithms on the dataset collected in about one year of activity of TV1.

Figure 3 reports some statistical properties of such dataset as a function of time: the number of views (i.e., ratings) and the dataset density (a), the average number of views per item and per user (b), the number of active users and active items (c). We can observe that the number of ratings grow almost linearly with time, while the URM density tends to flatten.

Figure 4 represents the percentage of ratings accounted by the most popular items. Plotted data refer to the most recent time period.

Figure 2: TV1 dataset with random timestamps: number of ratings and density of URM (a), average views per item and per user (b), number of users and items (c).
The analysis on the long-tail distribution of TV1 (solid line) shows that about 80% of ratings is concentrated with 40% of the most popular items. Compared to the 80/20 rule-of-thumb for long-tail distributions, the unbalance of ratings toward popular items is not particularly strong.

Figure 3: TV1 dataset: number of ratings and density of URM (a), average views per item and per user (b), number of users and items (c).

The analysis on the long-tail distribution of TV1 (solid line) shows that about 80% of ratings is concentrated with 40% of the most popular items. Compared to the 80/20 rule-of-thumb for long-tail distributions, the unbalance of ratings toward popular items is not particularly strong.

Figure 4: Long-tail distribution of TV1 (solid line) and TV2 (dashed line).
Figure 5 shows the recall of the two classes of collaborative algorithms presented in Section 3 as a function of time: item-based (referred to as cos knn), and dimensionality-reduction-based (referred to as svd). For the \(k\)NN algorithm, we have tested different values of the number \(k\) of nearest-neighborhoods items. For the SVD algorithm, we have tested different values of the latent-size parameter \(l\). In addition, we have also plotted the recall of a trivial, basic algorithm, referred to as toprated, that represents a reference value. Such algorithm suggests, for any user profile, the list of the 5 most-popular items (discarding items already rated/viewed by the user).

The three graphs in Figure 5 refer to three different item test sets \(T\), respectively:

a. The whole set of items.

b. The set of items, having removed the 10 most-popular items, i.e., we discard items that users can typically access from other menus of the IPTV interface.

c. The set of items, having removed the most-popular items that account for the 33% of ratings. Such removed items represent the short-head of the rating distribution [4]. The 33% of ratings is accounted by about the 5% of items: since the number of active items varies over time, we discard from 20 to 40 popular items.

Surprisingly, we first observe that the recall for some of the algorithms decreases with time before reaching a steadystate value. This result apparently is in contrast with other results stating that the learning rate during the cold-start phase increases with the density of the dataset [12]. However, we have to consider that, although the dataset density increases over time, the number of active items in a real cold-start problem (as opposed to a simulated cold-start) increases as well. Indeed, the larger the number of items, the harder it is for an algorithm to select items that users have effectively watched.

Figure 5 shows also that the \(k\)NN algorithm always outperforms the SVD algorithm in the early stage of the system, when there are few ratings and items in the dataset.

![Figure 5: TV1 dataset. Evolution of algorithms over time: on the complete set of items (a) and on long–tail items (b and c).](image-url)
Test set (b) proves that the top-rated, which is a nonpersonalized algorithm, is unable to recommend non-popular items, as expected. Moreover, we observe that also the kNN algorithms slightly decrease their accuracy because of the difficulties in recommending non-popular items.

Finally, test set (c) shows that the more we focus on longtail items, the lower the quality of the kNN algorithm. On the other hand, SVD seems to be more robust in recommending non-popular items. Indeed, after about 4 months there is a swap between the kNN and the SVD.

We can further note that the optimal parameters of the two algorithms depend on the popularity of the items we are recommending. For instance, if we want to push up quality on long-tail items we have to use a high number of features (e.g., 100) for the SVD algorithm. In fact, the first features of the SVD capture the characteristics of the most popular items, so we need more features to represent long-tail items.

5.2 Second dataset: TV2

In this section we analyze the quality of the recommender algorithms on the dataset collected in 6 months of activity by the IPTV provider TV2.

Figure 6 reports some statistical properties of the dataset as a function of time. Compared to TV1, the number of active users, active items and ratings is about one order of magnitude higher. However, TV2 dataset is one order of magnitude sparser, and such density is practically constant over time (in 6 months there is a minimal increase from 0.11% to 0.17%).

Observing the dashed line in Figure 4, the long-tail distribution of TV2 respects exactly the 80/20 rule, since about 20% of active items account for about 80% of ratings. As a consequence, since users of this IPTV provider tend to prefer popular items, item-based algorithms are expected to outperform dimensionality-reduction algorithms, as confirmed in the following analysis.

Figure 6: TV2 dataset: number of ratings and density of URM (a), average views per item and per user (b), number of users and items (c).
Recalls reported in Figure 7 confirm that kNN has generally a better quality than SVD, both when evaluated on all items or on a subset of long-tail items. As for Figure 7(c), the 33% of ratings is accounted by 2.3% of items, i.e., we discard from 40 to 80 popular items. We can observe that the average quality of the kNN algorithms is higher if compared to the quality obtained on TV1. This is mainly due to the bias of users toward popular items. Accordingly, the recall of kNN algorithms drops when recommending long-tail items. Again, the quality of the SVD algorithms is, on average, less sensible to the item popularity.

![Figure 7: TV2 dataset. Evolution of algorithms over time: on the complete set of items (a) and on long– tail items (b and c).](image)

6. CONCLUSIONS

The tests conducted on the two datasets show the evolution over time of two classes of collaborative recommender algorithms during the cold-start phase of a recommender system, considering that new ratings are collected, new users join the system, and new items are added to the catalog.

The first result of the paper outlines that the item-based algorithm performs better with respect to the SVD-based algorithm in the early stage of the cold-start problem. The second result shows that the accuracy of the SVD-based algorithm when using few latent factors decreases with the time-evolution of the dataset. On the contrary, the SVD-based algorithm, when used with a large-enough number of latent features, increases its accuracy with the evolution of the dataset and may outperform the item-based algorithm if the dataset does not present a long-tail behavior.

Further, ongoing tests are meant to evaluate other aspects of the cold-start problem, such as: differentiating the evaluation between the existing users and the new users (with respect to a certain reference time), or comparing the quality of collaborative algorithms with the quality of content-based algorithms.
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